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1. Introduction

In the last decades the modelling and forecasting of the term structure of interest rates has seen significant progress in pursuit of the answer to the question “Is it actually possible to...
use finance theory to extract this information and improve the forecasts of the treasury yields?" (Carriero, 2011, p. 425). Diebold et al. (2006, p.415) state that “From a macroeconomic perspective, the short-term interest rate is a policy instrument under the direct control of the central bank, which adjusts the rate to achieve its economic stabilization goals. From a finance perspective, the short rate is a fundamental building block for yields of other maturities, which are just risk-adjusted averages of expected future short rates”.

Given the importance of the term structure of interest rates for the most various economic agents, several authors have been making efforts to create of a model which, on the one hand, allows a precise estimate of the structure of interest rates and, on the other hand, is capable of predicting its future developments. Since the 70´s, models such the ones of Merton (1973), Vasicek (1977), Cox et al. (1985), Duffie and Kan (1996), Dai and Singleton (2000), Duffee (2002) and Ang and Piazzesi (2003) tries to model the yield curve assuming that the interest rates behaviour is defined by stochastic processes. At the same time, McCulloch (1971, 1975), Carleton and Cooper (1976), Vasicek and Fong (1982), Nelson and Siegel (1987) and Svensson (1994) developed other class of models based on the calculation of the spot rates that, at the time of estimation, are best adjusted to the prices contracted in the equilibrium market. The Nelson and Siegel´s model stands out as one of the most popular models for the modelling and forecasting of the term structure of interest rates.

In order to improve the models’ predictive ability, advances have been made to combine the dynamics of the term structure of interest rates with fundamental economic variables. Among the works of reference are those of Ang and Piazzesi (2003), Kim and Wright (2005), Diebold and Li (2006), Diebold et al. (2006) and Rudebush and Wu (2008). Diebold et al. (2006) depart from the dynamic version of the Nelson and Siegel model proposed by Diebold and Li (2006) and expand their scope by introducing macroeconomic variables as explanatory factors of the term structure of interest rates. Their results prove that the introduction of macroeconomic variables improves the explanatory power of the term structure models. Studies such as the ones of Moench (2008), De Pooter et al. (2010), Morales (2010), Bikbov and Chernov (2010), Kaya (2012), Favero et al. (2012), Coroneo et al. (2016), Paccagnini (2016), Rubaszek (2016) and Vieira et al. (2017) point in the same direction. However, much of the studies mentioned does not address the issue of out-of-sample forecasting.

Simultaneously, several studies show the existence of a strong correlation between the public debt markets of the different EU countries. One of the first works in this area was developed by Hafer et al. (1997), who analyse the existence of correlations between long-term interest rates in four European countries: Belgium, France, Germany and the Netherlands. This correlation is also demonstrated in a number of other studies analysing both the connections within European Union markets and wider international connections, with markets such as the USA and Japan. Given the importance of knowing the co-movements between the interest rates latent factors, some of these studies focus on the analysis of global international factors: Ilmanen (1995) for the USA, Canada, Japan, Germany, France and the United Kingdom; and Driessen et al. (2003) for USA, Germany and Japan. Continuing the search for the determinants of interest rate behaviour, Engsted and Tanggaard (2005) and Tam and Yu (2008), chose to use of models of decomposition of the term structure into factors. Engsted and Tanggaard (2005), in an analysis for the US and German markets, decompose the excess bond return into three components: information on future inflation, information on future real interest rates and information on the future excess bond return. They conclude that information on future inflation is the main determinant behind the co-movement of the interest rates of the public debt of the two countries. On the same line, but based on different factors, Tam and Yu (2008) apply the Diebold et al. (2006) model to model US, Japanese and German government bond yield curves by combining the yield curve latent factors with observable macroeconomic variables. They analyse the dynamic correlations between the different markets applying, concluding from a positive correlation between the level factors in the USA, Germany and Japan, but the results concerning the slope and curvature factors are inconclusive. Antonakakis (2012) studies the correlation between the spreads of public debt interest rates of different
European Union countries, Austria, Belgium, France, the Netherlands, Greece, Ireland, Italy, Portugal, Spain and Germany and the results of the correlation estimates suggest an increase in correlations from the beginning of the sample to the beginning of 2010, when they begin to decrease gradually until June 2012, indicating a dissociation between the bond markets in the zone Euro with the public debt crisis.

The aim of this paper is to examine forecasting performance of term structure dynamic models using latent factors as well as macroeconomic information. Based on the analysis of the term structure factors behaviour, we also seek to explore the dynamic correlations between the level, slope and curvature, using the dynamic conditional correlation model DCC-GARCH.

2. Methodology

2.1. Nelson and Siegel dynamic model

Diebold and Li (2006) proposed to study and estimate the term structure of interest rates using the model proposed by Nelson and Siegel (1987), assuming that the parameters vary over time. The dynamics of the term structure would be described by the following equation:

\[ Y_t(t) = \beta_{1t} + \beta_{2t} \left( -\frac{\exp(-\lambda_{2t} t)}{\lambda_{2t}} \right) + \beta_{3t} \left( -\frac{\exp(-\lambda_{3t} t)}{\lambda_{3t}} \right) - \exp(-\lambda_{4t} t) \]  

(1)

Where \( \beta_{1t}, \beta_{2t}, \beta_{3t}, \) and \( \lambda_{4t} \) are the parameters to be estimated. \( Y_t(t) \) represents the interest rates for different maturities \( t \), \( \beta_{1t}, \beta_{2t}, \beta_{3t} \) and \( \lambda_{4t} \) correspond to the three dynamic latent factors, \( \lambda_{4t} \) corresponds to the exponential decrease rate of the second and third components, \( r \) is the rate maturity, with \( t = 1, \ldots, N \) and \( t \) is the moment of analysis, \( t = 1, \ldots, T \). According to Diebold and Li (2006), these time-varying parameters can be interpreted as level \( (L_t) \), slope \( (S_t) \) and curvature \( (C_t) \) of the yield curve. This measurement equation can be translated by:

\[ y_t(t) = \Lambda f_t + e_t \]  

(2)

where each rate \( y_t(t) \) is guided in part by common latent factors \( (L_t, S_t, C_t) \) and in part by the idiosyncratic factor \( e_t \). \( y_t(t) \) corresponds to the vector of rates with different maturities, \( \Lambda \) represents the factor weight matrix and \( f_t \) the factor vector.

2.2. Dynamic Nelson and Siegel model with macroeconomic variables

According to Diebold et al. (2006), the dynamic model of Nelson and Siegel can be expanded by incorporating macroeconomic variables to study the interaction between the latent factors that determine the shape of the yield curve and the macroeconomic variables. The measurement equation can be represented by:

\[ y_t(t) = \Lambda f_t + e_t \]  

(3)

The factor vector \( f_t \) contains both the three latent factors and observable factors. In our study, to the previous model will be added the macroeconomic variables: inflation rate and annual variation of the industrial production index, represented by \( \pi_t \) and \( \Delta \Pi_t \), respectively.

2.3. Affine multifactor term structure models

In multifactor affine models the interest rate of a zero-coupon bond with maturity \( T \) is defined as an affine function of a set of state variables \( X_t \) of the following form:

\[ R(t, T) = a(t, T) + b(t, T)X_t \]  

(4)

where \( a \) and \( b \) depend on the time to maturity and vector \( X_t \) may be composed by state, observable or latent variables. Thus, we have a model where the price of zero coupon bonds is an exponential function in order of the state variables \( X_t = (x_{1t}, x_{2t}, \ldots, x_{nt}) \) with \( i = 1, \ldots, n \). The price of a zero-coupon bond at time \( t \) with maturity \( T \), such that \( T - t \), it would be given by:

\[ P(t, X_t) = e^{\Lambda x_t + B(t)x_t} \]  

(5)

where \( \Lambda(t) \) it is a scalar vector and \( B(t) \) is the vector of coefficients of state variables \( X_t \). \( \Lambda(t) \) and \( B(t) \) are \( t \) maturity functions. Following Duffie and Kan (1996), Ang and Piazzesi (2003), Ang et al. (2006), Duffie (2007), Carriero (2011), in the proposed multifactorial model, the factors translate into observable variables corresponding to the zero-coupon bond interest rates with different maturities, assuming the existence of a market price risk associated with shocks in the state variables, given by:

\[ \lambda_t = \lambda_0 + \lambda_1 x_t \]  

(6)

The authors assume that the instantaneous interest rate is a function of a vector of \( N \) state variables \( X_t \), such that:

\[ r(t) = \delta_0 + \delta_1 x_t \]  

(7)

where \( \delta_0 \) corresponds to a scalar and \( \delta_1 \) is a vector of dimension \( N \times 1 \).
2.4. Non-arbitrage Nelson and Siegel dynamic model

Looking to combine the performance of the dynamic model of Nelson and Siegel developed by Diebold and Li (1996), with the restrictions necessary to eliminate arbitrage opportunities underlying to the affine models, Christensen et al. (2011) set the dynamic model of Nelson and Siegel introducing the non-arbitrage restriction through a rate adjustment term. Based on multifactorial affine model proposed in Duffie and Kan (1996), Christensen et al. (2011) consider the existence of a three-factor model with constant volatility matrix and that the instantaneous interest rate is an affine function such that:

\[ r(t) = X^0_t + X^1_t \tag{8} \]

where the state variables \( X_t = (X^0_t, X^1_t, X^2_t) \) are described by the following system of stochastic differential measurement equations with the risk neutrality \( Q \):

\[
\begin{aligned}
\frac{dX^1_t}{X^1_t} &= \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \lambda & -\lambda \\ 0 & 0 & \lambda \end{array} \right) \times \left( \begin{array}{c} \theta^2 \\ \theta^3 \\ \theta^4 \end{array} \right) \times \left( \begin{array}{c} X^2_t \\ X^3_t \\ X^4_t \end{array} \right) \\
\frac{dX^2_t}{X^1_t} &= \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \lambda & -\lambda \\ 0 & 0 & \lambda \end{array} \right) \times \left( \begin{array}{c} \theta^2 \\ \theta^3 \\ \theta^4 \end{array} \right) \times \left( \begin{array}{c} X^2_t \\ X^3_t \\ X^4_t \end{array} \right) \\
\frac{dX^3_t}{X^1_t} &= \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \lambda & -\lambda \\ 0 & 0 & \lambda \end{array} \right) \times \left( \begin{array}{c} \theta^2 \\ \theta^3 \\ \theta^4 \end{array} \right) \times \left( \begin{array}{c} X^2_t \\ X^3_t \\ X^4_t \end{array} \right) \\
&= \alpha + \sum \left( \begin{array}{c} \frac{dW^1_t}{\rho_{12}} \\ \frac{dW^2_t}{\rho_{23}} \\ \frac{dW^3_t}{\rho_{31}} \end{array} \right), \quad \lambda > 0 \tag{9}
\end{aligned}
\]

where \( \lambda \) represents the exponentially decreasing rate, \( \rho_{ij} \) is a vector of constants, \( \Sigma \) is a constant matrix and \( \text{dw}_t^{(i)} \) is an independent Brownian movements vector in the probability measure \( Q \).

The price of a zero-coupon bond will be achieved through:

\[
P_t(T) = \mathbb{E}_t^Q \left[ e^{-\int_t^T r(s) ds} \right] = e^{\mathbb{E}_t^Q [B^1(t, T) X^0_t + B^2(t, T) X^1_t + B^3(t, T) X^2_t + \Delta(t, T)]]} \tag{10}
\]

where \( B^1(t, T), B^2(t, T) \) and \( B^3(t, T) \) represent the weights of the factors, \( K^0 \) is the mean reversion matrix, \( \Sigma \) is the constant volatility matrix, \( \theta^0 \) represents the average of the latent factors and \( \tau \) the time to maturity \( \{\tau = T-t\} \).

The zero-coupon bonds rates will be determined by:

\[
x(t, T) = X^1_t + \left( e^{-\frac{\lambda (T-t)}{\lambda(T-t)}} - 1 \right) - \frac{\Lambda(T, t)}{\tau} \tag{11}
\]

2.5. Dynamic correlation between level, slope and curvature factors

In order to study the behaviour of the factors that determine the term structure dynamics for Portugal and Spain, we seek to explore the dynamic correlations between the level, slope and curvature factors, using the dynamic conditional correlations Engle's model, DCC-GARCH. Adapting the conditional constant correlation model of Bollerslev (1990), CCGARCH, Engle (2002) creates a model where the correlation matrix is variable over time. The model named DCC-GARCH can be presented as:

\[
r_t = \epsilon_t \sim N(0, H_t) \tag{12}
\]

Where \( \epsilon_t \) is the random variable and \( H_t \) is the conditional covariance matrix. In the dynamic formula proposed by Engle (2002), the conditional covariance matrix \( H_t \) corresponds to the product of a matrix of correlations \( \Gamma_T \) and diagonal matrices of the standard deviations \( \Delta_t \), defined by:

\[
H_t = \Gamma_T \Delta_t \Delta_t \tag{13}
\]

With \( \Gamma_T = \text{diag} \left( \sqrt{h_{tt}} \right) \), where \( \Gamma_t \) is a diagonal matrix of the conditional standard deviations of each residue and \( h_{tt} \), follows a GARCH \((1,1)\) process, with \( i = 1, ..., k \). The model parameters estimation is based on maximum likelihood, with the maximizing function of \( r_t \) given by the sum of the elements of volatility and correlation:

\[
L = -\frac{1}{2} \sum_{i=1}^{k} \log(2\pi) + 2 \log(D_t) - \frac{1}{2} \sum_{i=1}^{k} \log(|R_t|) + c_t \sum_{i=1}^{k} \log(1 + R_i^2) + 2c_t \sum_{i=1}^{k} c_t R_i^2 \tag{14}
\]

where \( c_t \) is the values of the standardized disturbances matrix of \( r_t, \epsilon_t \). The estimation of the DCC-GARCH model is done in two steps. In the first step the conditional variance is specified with a GARCH process, estimating the univariate GARCH models for each series of residues. In the second step, using the residuals standardized by their conditional standard deviations, the parameters of the dynamic correlation equation are estimated.

3. Data

The empirical analysis is based on monthly of the public debt interest rates of Spain and Portugal for the period from January 1990 to December 2012, with maturities of 3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months (Figure 1).

**Figure 1**

Term structure of interest rates: Portugal and Spain
The data were collected directly from the respective Central Banks. For the missing maturity, we used the non-parametric interpolation procedure proposed by McCulloch (1971, 1975). Data on macroeconomic variables were obtained through the Organization for Economic Cooperation and Development - OECD: EO = Economic Outlook, MEI = Main Economic Indicators. For the inflation rate was used the consumer price index (CPI) and for the annual change in industrial production index were used data relating to the industrial production index, total industry excluding construction (ICI).

4. Estimation and adjustment quality
In order to assess the adjustment quality of the dynamic Nelson and Siegel model (DNS), we proceed the estimation, assuming autoregressive specifications of first order, AR(1), and vector autoregressive specifications of first order, VAR(1). For comparative purposes, it was also estimated the dynamic version of the affine Nelson and Siegel model, ADNS, which will be used in the analysis of the root mean square error. The estimation was carried out by maximum likelihood and the results for the DNS dynamic model with AR(1) and VAR(1) specifications, as well as, for the affine dynamic model ADNS, show that the level factor highly persistent, followed by the factors slope and curvature.

The degree of adjustment between the observed rates and estimated rates, measured by the Root Mean Square Error (RMSE) is generally high for the different models and the models can capture with sufficient degree of adequacy the interest rates observed for different maturities. The estimation results show that none of the models analysed seems to be clearly superior to the others in terms of adjustment. With regard to the temporal dimension, DNS and ADNS models have a good adjustment in market stability phases, however, in periods of high volatility the adjustment quality decreases considerably.

5. Results

5.1. Out-of-sample predictive ability
Aiming to assess the models predictive power, the methodology was based on the rolling windows method, keeping the size of each sub-sample and moving a monthly observation each month. The data set was divided into two subsets: an initial, January 1990 to December 2002 used for the initial estimation, and a second subset, January 2003 to December 2012, used for forecasting. Given the forecast period considered, we use rolling windows with 120 observations and for the prediction horizons set, h = 1, 3, 6, 9, 12, 15 and 18 months, were estimated for each maturity 119, 117, 114, 111, 105 and 102 forecasts. For each of the 13 maturities estimated (3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months) was determined the RMSE as well as the ratio RMSE and RMSE of the random walk model (RW).

The analysis of the models’ predictive ability was carried out using the DNS autoregressive
first-order model (DNS-AR (1)) and a vector autoregressive model of first order (DNS-VAR (1)). The relative performance of each model was measured by ratio of the RMSE obtained from the model to the RMSE of the random-walk process.

The out-of-sample forecasts results indicate that the model based on a VAR (1) process has a superior performance that the model based on an AR (1) process, although assuming similar error values. However, its performance in terms of forecasting is not systematically higher than the RW model for some of maturities under analysis.

For Spain, we conclude that the three models’ performance for short-term maturities is very close to all forecast horizons. The RMSE presents values between 0.278 (RW) and 0.486 (AR) for 1-month forecast horizon (h = 1), between 0.534 (RW) and 0.751 (RW) for 3-month forecast horizons (h = 3) and between 0.649 (RW) and 0.889 (VAR) for 6 months (h = 6). Results show a decrease in the models’ predictive ability as the forecast horizon increases, especially for shorter maturities. The models present greater predictive ability for the longer maturities, especially for maturities of 108 and 120 months in which the RW model stands out.

Table 1 presents the Spanish case, assuming the use of only latent factors of term structure and allows to compare the performance of the AR (1) and VAR (1) models with respect to the RW model. It should be noted that the AR (1) and VAR (1) models clearly outperform the RW model for 3-month maturities and 36-96 months for all forecast horizons.

Table 1
Root mean square error ratio for DNS-AR and DNS-VAR models, Spain.

<table>
<thead>
<tr>
<th>Panel A: RMSE[DNS-AR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>1,074</td>
<td>1</td>
<td>1,023</td>
<td>1,076</td>
<td>1,052</td>
<td>0.860*</td>
<td>0.775*</td>
<td>0.798*</td>
<td>0.943*</td>
<td>1,013</td>
<td>0.992*</td>
<td>1,104</td>
</tr>
<tr>
<td>h=3</td>
<td>0.988*</td>
<td>0.989*</td>
<td>1,025</td>
<td>1,062</td>
<td>1,045</td>
<td>0.906*</td>
<td>0.814*</td>
<td>0.820*</td>
<td>0.905*</td>
<td>0.958*</td>
<td>0.971*</td>
<td>1,046</td>
</tr>
<tr>
<td>h=6</td>
<td>1,003</td>
<td>0.998*</td>
<td>1,02</td>
<td>1,047</td>
<td>1,043</td>
<td>0.941*</td>
<td>0.875*</td>
<td>0.881*</td>
<td>0.930*</td>
<td>0.959*</td>
<td>0.967*</td>
<td>1,019</td>
</tr>
<tr>
<td>h=9</td>
<td>0.986*</td>
<td>0.992*</td>
<td>1,011</td>
<td>1,028</td>
<td>1,017</td>
<td>0.945*</td>
<td>0.897*</td>
<td>0.898*</td>
<td>0.930*</td>
<td>0.952*</td>
<td>0.966*</td>
<td>1,012</td>
</tr>
<tr>
<td>h=12</td>
<td>0.990*</td>
<td>0.993*</td>
<td>1,005</td>
<td>1,016</td>
<td>1,01</td>
<td>0.953*</td>
<td>0.909*</td>
<td>0.908*</td>
<td>0.936*</td>
<td>0.960*</td>
<td>0.979*</td>
<td>1,027</td>
</tr>
<tr>
<td>h=15</td>
<td>0.974*</td>
<td>0.990*</td>
<td>1,008</td>
<td>1,023</td>
<td>1,014</td>
<td>0.952*</td>
<td>0.905*</td>
<td>0.903*</td>
<td>0.930*</td>
<td>0.952*</td>
<td>0.972*</td>
<td>1,028</td>
</tr>
<tr>
<td>h=18</td>
<td>0.981*</td>
<td>0.991*</td>
<td>1,003</td>
<td>1,012</td>
<td>1,006</td>
<td>0.965*</td>
<td>0.935*</td>
<td>0.931*</td>
<td>0.940*</td>
<td>0.948*</td>
<td>0.948*</td>
<td>1,022</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: RMSE[DNS-VAR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>1,028</td>
<td>1,002</td>
<td>1,065</td>
<td>1,14</td>
<td>1,093</td>
<td>0.855*</td>
<td>0.759*</td>
<td>0.756*</td>
<td>0.866*</td>
<td>0.938*</td>
<td>0.947*</td>
<td>1,115</td>
</tr>
<tr>
<td>h=3</td>
<td>0.982*</td>
<td>1,005</td>
<td>1,056</td>
<td>1,101</td>
<td>1,076</td>
<td>0.916*</td>
<td>0.812*</td>
<td>0.807*</td>
<td>0.876*</td>
<td>0.926*</td>
<td>0.946*</td>
<td>1,038</td>
</tr>
<tr>
<td>h=6</td>
<td>0.997*</td>
<td>1,01</td>
<td>1,045</td>
<td>1,079</td>
<td>1,072</td>
<td>0.953*</td>
<td>0.876*</td>
<td>0.874*</td>
<td>0.915*</td>
<td>0.941*</td>
<td>0.956*</td>
<td>1,021</td>
</tr>
<tr>
<td>h=9</td>
<td>0.985*</td>
<td>1,002</td>
<td>1,027</td>
<td>1,048</td>
<td>1,037</td>
<td>0.960*</td>
<td>0.910*</td>
<td>0.911*</td>
<td>0.941*</td>
<td>0.963*</td>
<td>0.983*</td>
<td>1,043</td>
</tr>
<tr>
<td>h=12</td>
<td>0.990*</td>
<td>1</td>
<td>1,017</td>
<td>1,032</td>
<td>1,028</td>
<td>0.967*</td>
<td>0.921*</td>
<td>0.920*</td>
<td>0.947*</td>
<td>0.971*</td>
<td>0.995*</td>
<td>1,055</td>
</tr>
<tr>
<td>h=15</td>
<td>0.980*</td>
<td>1,001</td>
<td>1,024</td>
<td>1,04</td>
<td>1,032</td>
<td>0.966*</td>
<td>0.916*</td>
<td>0.914*</td>
<td>0.940*</td>
<td>0.962*</td>
<td>0.987*</td>
<td>1,051</td>
</tr>
<tr>
<td>h=18</td>
<td>0.986*</td>
<td>1,000*</td>
<td>1,015</td>
<td>1,026</td>
<td>1,021</td>
<td>0.979*</td>
<td>0.950*</td>
<td>0.947*</td>
<td>0.958*</td>
<td>0.967*</td>
<td>0.991*</td>
<td>1,053</td>
</tr>
</tbody>
</table>

Table presents in two panels the RMSE ratio for Spain, for out-of-sample forecasts, for the autoregressive of first order process AR (1) in latent factors model (DNS) (Panel A) and for the vector autoregressive of first order process VAR (1) in latent factors model (DNS) (Panel B). The values marked with the symbol * correspond to the forecast horizons (h) and maturities for which the models show a superior performance. The forecasts in all cases presented were made for the period between...
01:2003 and 12:2012. The forecasts were made for the maturities of 3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months and for forecast horizons of 1 to 18 months (h=1, h=3, h=6, h=9, h=12, h=15 and h=18).

Table 2 presents the results of the RMSE ratio for the Portuguese case. We found that the models have more difficulty in forecasting future interest rates, with the exception of the 1-month forecasts, the 3-month forecasts for the 3 to 9-month maturities and the forecast to 6 months for the maturity of 3 months. The results obtained for the Portuguese case may be related to the strong period of financial instability felt in Portugal which, accompanied by a strong sovereign debt crisis, led to a great uncertainty in interest rates associated with public debt. In comparative terms, the AR (1) and VAR (1) models generally outperform the RW model, mainly for 3-month maturities and 72-96 months, for most prediction horizons.

Table 2
Root mean square error ratio for DNS-AR and DNS-VAR models, Portugal.

<table>
<thead>
<tr>
<th>Panel A: RMSE[DNS-AR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>2,587</td>
<td>1,139</td>
<td>1,219</td>
<td>1,205</td>
<td>1,129</td>
<td>1,031</td>
<td>1,013</td>
<td>1,089</td>
<td>1,039</td>
<td>1,125</td>
<td>1,069</td>
<td>1,07</td>
<td>1,824</td>
</tr>
<tr>
<td>h=3</td>
<td>1,309</td>
<td>0,999*</td>
<td>1,054</td>
<td>1,056</td>
<td>1,006</td>
<td>0,965*</td>
<td>0,942*</td>
<td>0,971*</td>
<td>0,970*</td>
<td>0,991*</td>
<td>0,958*</td>
<td>0,955*</td>
<td>1,343</td>
</tr>
<tr>
<td>h=6</td>
<td>1,06</td>
<td>0,994*</td>
<td>1,053</td>
<td>1,058</td>
<td>0,998*</td>
<td>0,985*</td>
<td>0,954*</td>
<td>0,985*</td>
<td>0,964*</td>
<td>0,953*</td>
<td>0,949*</td>
<td>1,006</td>
<td>1,242</td>
</tr>
<tr>
<td>h=9</td>
<td>1,002</td>
<td>0,994*</td>
<td>1,048</td>
<td>1,053</td>
<td>0,994*</td>
<td>0,977*</td>
<td>0,981*</td>
<td>1,016</td>
<td>0,978*</td>
<td>0,951*</td>
<td>0,962*</td>
<td>1,016</td>
<td>1,182</td>
</tr>
<tr>
<td>h=12</td>
<td>0,987*</td>
<td>1,003</td>
<td>1,042</td>
<td>1,044</td>
<td>0,994*</td>
<td>0,993*</td>
<td>1,003</td>
<td>1,026</td>
<td>0,986*</td>
<td>0,962*</td>
<td>0,982*</td>
<td>1,023</td>
<td>1,12</td>
</tr>
<tr>
<td>h=15</td>
<td>0,990*</td>
<td>0,990*</td>
<td>1,021</td>
<td>1,029</td>
<td>1,005</td>
<td>0,997*</td>
<td>0,994*</td>
<td>0,997*</td>
<td>0,976*</td>
<td>0,969*</td>
<td>0,993*</td>
<td>1,029</td>
<td>1,096</td>
</tr>
<tr>
<td>h=18</td>
<td>0,994*</td>
<td>0,978*</td>
<td>0,995*</td>
<td>1,005</td>
<td>1,005</td>
<td>0,993*</td>
<td>0,983*</td>
<td>0,977*</td>
<td>0,969*</td>
<td>0,972*</td>
<td>0,994*</td>
<td>1,024</td>
<td>1,074</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: RMSE[DNS-VAR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>1,819</td>
<td>1,384</td>
<td>1,583</td>
<td>1,494</td>
<td>1,133</td>
<td>1,039</td>
<td>1,062</td>
<td>1,245</td>
<td>1,05</td>
<td>0,999*</td>
<td>0,977*</td>
<td>1,155</td>
<td>2,196</td>
</tr>
<tr>
<td>h=3</td>
<td>1,078</td>
<td>1,043</td>
<td>1,145</td>
<td>1,129</td>
<td>0,996*</td>
<td>0,959*</td>
<td>0,947*</td>
<td>1,002</td>
<td>0,954*</td>
<td>0,938*</td>
<td>0,901*</td>
<td>0,974*</td>
<td>1,432</td>
</tr>
<tr>
<td>h=6</td>
<td>0,975*</td>
<td>1,03</td>
<td>1,107</td>
<td>1,105</td>
<td>1,013</td>
<td>0,981*</td>
<td>0,973*</td>
<td>1,013</td>
<td>0,973*</td>
<td>0,945*</td>
<td>0,934*</td>
<td>0,998*</td>
<td>1,279</td>
</tr>
<tr>
<td>h=9</td>
<td>0,952*</td>
<td>1,041</td>
<td>1,106</td>
<td>1,106</td>
<td>1,024</td>
<td>1,004</td>
<td>1,008</td>
<td>1,049</td>
<td>1</td>
<td>0,964*</td>
<td>0,969*</td>
<td>1,028</td>
<td>1,223</td>
</tr>
<tr>
<td>h=12</td>
<td>0,959*</td>
<td>1,036</td>
<td>1,086</td>
<td>1,086</td>
<td>1,023</td>
<td>1,022</td>
<td>1,033</td>
<td>1,058</td>
<td>1,012</td>
<td>0,980*</td>
<td>0,997*</td>
<td>1,041</td>
<td>1,156</td>
</tr>
<tr>
<td>h=15</td>
<td>0,979*</td>
<td>1,02</td>
<td>1,063</td>
<td>1,071</td>
<td>1,036</td>
<td>1,029</td>
<td>1,028</td>
<td>1,033</td>
<td>1,007</td>
<td>0,994*</td>
<td>1,015</td>
<td>1,053</td>
<td>1,131</td>
</tr>
<tr>
<td>h=18</td>
<td>0,988*</td>
<td>0,999*</td>
<td>1,025</td>
<td>1,036</td>
<td>1,027</td>
<td>1,015</td>
<td>1,006</td>
<td>1,002</td>
<td>0,990*</td>
<td>0,990*</td>
<td>1,01</td>
<td>1,041</td>
<td>1,097</td>
</tr>
</tbody>
</table>

Table presents in two panels the RMSE ratio for Portugal, for out-of-sample forecasts, for the autoregressive of first order process AR (1) in latent factors model (DNS) (Panel A) and for the vector autoregressive of first order process VAR (1) in latent factors model (DNS) (Panel B). The values marked with the symbol * correspond to the forecast horizons (h) and maturities for which the models show a superior performance. The forecasts in all cases presented were made for the period between 01:2003 and 12:2012. The forecasts were made for the maturities of 3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months and for forecast horizons of 1 to 18 months (h=1, h=3, h=6, h=9, h=12, h=15 and h=18).

5.2. Contribution of macroeconomic variables

In order to assess the impact of the introduction of macroeconomic variables in the dynamic models, we added to the state vector of the first order VAR(1) model two macroeconomic variables, representing inflation rate and annual change in the industrial production index. Similarly, to the previous analysis, we present for the model with macroeconomic variables...
Results indicate the existence of a positive contribution to the performance of dynamic models resulting from the incorporation of macroeconomic data.

Table 3
Root mean square error ratio of the DNS-VAR model with macroeconomic factors, Spain.

<table>
<thead>
<tr>
<th>RMSE[DNS-VAR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>1.008</td>
<td>0.983*</td>
<td>1.049</td>
<td>1.126</td>
<td>1.082</td>
<td>0.848*</td>
<td>0.758*</td>
<td>0.759*</td>
<td>0.852*</td>
<td>0.932*</td>
<td>0.947*</td>
<td>1.11</td>
<td>1.56</td>
</tr>
<tr>
<td>h=3</td>
<td>0.958*</td>
<td>0.974*</td>
<td>1.02</td>
<td>1.062</td>
<td>1.037</td>
<td>0.885*</td>
<td>0.791*</td>
<td>0.792*</td>
<td>0.867*</td>
<td>0.922*</td>
<td>0.946*</td>
<td>1.035</td>
<td>1.218</td>
</tr>
<tr>
<td>h=6</td>
<td>0.980*</td>
<td>0.984*</td>
<td>1.014</td>
<td>1.045</td>
<td>1.034</td>
<td>0.923*</td>
<td>0.856*</td>
<td>0.860*</td>
<td>0.907*</td>
<td>0.938*</td>
<td>0.955*</td>
<td>1.019</td>
<td>1.137</td>
</tr>
<tr>
<td>h=9</td>
<td>0.972*</td>
<td>0.984*</td>
<td>1.006</td>
<td>1.024</td>
<td>1.011</td>
<td>0.937*</td>
<td>0.895*</td>
<td>0.901*</td>
<td>0.935*</td>
<td>0.960*</td>
<td>0.981*</td>
<td>1.039</td>
<td>1.137</td>
</tr>
<tr>
<td>h=12</td>
<td>0.983*</td>
<td>0.990*</td>
<td>1.005</td>
<td>1.019</td>
<td>1.013</td>
<td>0.955*</td>
<td>0.914*</td>
<td>0.916*</td>
<td>0.945*</td>
<td>0.969*</td>
<td>0.993*</td>
<td>1.05</td>
<td>1.148</td>
</tr>
<tr>
<td>h=15</td>
<td>0.978*</td>
<td>1.000*</td>
<td>1.022</td>
<td>1.039</td>
<td>1.029</td>
<td>0.964*</td>
<td>0.915*</td>
<td>0.913*</td>
<td>0.940*</td>
<td>0.961*</td>
<td>0.985*</td>
<td>1.046</td>
<td>1.151</td>
</tr>
<tr>
<td>h=18</td>
<td>0.987*</td>
<td>1.003</td>
<td>1.019</td>
<td>1.031</td>
<td>1.027</td>
<td>0.984*</td>
<td>0.954*</td>
<td>0.951*</td>
<td>0.959*</td>
<td>0.967*</td>
<td>0.989*</td>
<td>1.046</td>
<td>1.141</td>
</tr>
</tbody>
</table>

Table shows the RMSE ratio for Spain, for the out-of-sample predictions of the vector autoregressive first order VAR (1) for latent factors model (DNS) and macroeconomic variables. The values marked with the symbol * correspond to the forecast horizons (h) and maturities for which the models have a superior performance. The predictions in all cases were carried out for the period from 1:2003 to 12:2012. The forecasts were made for the maturities of 3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months, and for forecast horizons of 1 to 18 months (h=1, h=3, h=6, h=9, h=12, h=15 and h=18).

Table 4
Root mean square error ratio of the DNS-VAR model with macroeconomic factors, Portugal.

<table>
<thead>
<tr>
<th>RMSE[DNS-VAR(1)]/RMSE[RW]</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>24</th>
<th>36</th>
<th>48</th>
<th>60</th>
<th>72</th>
<th>84</th>
<th>96</th>
<th>108</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>2.017</td>
<td>1.352</td>
<td>1.532</td>
<td>1.452</td>
<td>1.118</td>
<td>1.025</td>
<td>1.046</td>
<td>1.223</td>
<td>1.034</td>
<td>0.991*</td>
<td>0.972*</td>
<td>1.154</td>
<td>2.191</td>
</tr>
<tr>
<td>h=3</td>
<td>1.119</td>
<td>1.025</td>
<td>1.122</td>
<td>1.110</td>
<td>0.987*</td>
<td>0.950*</td>
<td>0.938*</td>
<td>0.991*</td>
<td>0.945*</td>
<td>0.932*</td>
<td>0.896*</td>
<td>0.970*</td>
<td>1.426</td>
</tr>
<tr>
<td>h=6</td>
<td>0.980*</td>
<td>1.008</td>
<td>1.086</td>
<td>1.087</td>
<td>1.003</td>
<td>0.973*</td>
<td>0.965*</td>
<td>1.005</td>
<td>0.967*</td>
<td>0.940*</td>
<td>0.929*</td>
<td>0.993*</td>
<td>1.273</td>
</tr>
<tr>
<td>h=9</td>
<td>0.958*</td>
<td>1.018</td>
<td>1.086</td>
<td>1.089</td>
<td>1.014</td>
<td>0.995*</td>
<td>1.000*</td>
<td>1.041</td>
<td>0.993*</td>
<td>0.958*</td>
<td>0.964*</td>
<td>1.022</td>
<td>1.217</td>
</tr>
<tr>
<td>h=12</td>
<td>0.963*</td>
<td>1.015</td>
<td>1.066</td>
<td>1.068</td>
<td>1.011</td>
<td>1.011</td>
<td>1.023</td>
<td>1.048</td>
<td>1.003</td>
<td>0.973*</td>
<td>0.990*</td>
<td>1.034</td>
<td>1.149</td>
</tr>
<tr>
<td>h=15</td>
<td>0.971*</td>
<td>1.001</td>
<td>1.045</td>
<td>1.055</td>
<td>1.026</td>
<td>1.020</td>
<td>1.019</td>
<td>1.025</td>
<td>0.999*</td>
<td>0.987*</td>
<td>1.009</td>
<td>1.047</td>
<td>1.126</td>
</tr>
<tr>
<td>h=18</td>
<td>0.978*</td>
<td>0.987*</td>
<td>1.015</td>
<td>1.027</td>
<td>1.021</td>
<td>1.009</td>
<td>1.001</td>
<td>0.997*</td>
<td>0.985*</td>
<td>0.985*</td>
<td>1.006</td>
<td>1.037</td>
<td>1.094</td>
</tr>
</tbody>
</table>

Table shows the RMSE ratio for Portugal, for the out-of-sample predictions of the vector autoregressive first order VAR (1) for latent factors model (DNS) and macroeconomic variables. The values marked with the symbol * correspond to the forecast horizons (h) and maturities for which the models have a superior performance.
The predictions in all cases were carried out for the period from 1:2003 to 12:2012. The forecasts were made for the maturities of 3, 6, 9, 12, 24, 36, 48, 60, 72, 84, 96, 108 and 120 months, and for forecast horizons of 1 to 18 months (h=1, h=3, h=6, h=9, h=12, h=15 and h=18).

Tables 4 show the results for Portugal. Again, comparing with table 2, the results regarding the inclusion of macroeconomic variables in the model are higher, for all maturities, except for the 3-month interest rate in forecast horizons of 1 to 6 months. However, in the Portuguese case, the models continue to present a forecast performance lower than that the one shown for Spain, probably due to the climate of financial instability felt in the country. This can also be confirmed by the analysis of the temporal evolution of the RMSE ratio presented in the next point.

The results obtained after the incorporation of the macroeconomic variables, inflation and annual variation of the index of industrial production point to an improvement in terms of forecast for the dynamic model of Nelson and Siegel. The positive contribution of the inclusion of macroeconomic information was also reflected in an improvement in root ratios of the mean square error of the models against the mean square error of the random walk model. Even if, in many cases, the random walk model continues to have a higher forecasting capacity, the VAR (1) model considering both these macroeconomic factors, performs better for short maturities, as well as for long maturities.

### 5.3. Temporal evolution of errors analysis

In order to analyse the evolution of the model’s performance compared to models that do not include macroeconomic data, presented in Figures 2 and 3, we study the evolution of the RMSE for the latent factors models (DNS) compared to the RMSE of the random walk model for the autoregressive of first order process (DNS-AR(1)), the vector autoregressive of first order process (DNS-VAR(1)) and the autoregressive of first order process, incorporating macroeconomic factors (DNS-VAR(1)MF). The data are for the period from January 2003 to December 2012, and for maturities of 1, 5 and 10 years and forecasting horizons 3 and 6 months.

Figure 2 presents the evolution of the RMSE of dynamic models (DNS) for Portugal. The uncertainty derived from the financial crisis and the sovereign debt crisis is notorious in the evolution of the series representing the root ratio of the mean square error of the different models in the last sample period. However, it is precisely in this period that we observe the clear contribution of the inclusion of macroeconomic information in the VAR (1) model. The performance of the VAR (1) MF model clearly exceeds that of the AR (1) and of the VAR (1) models, which generally have higher root mean square root mean values. This effect is mainly visible in the maturities of 1, 5 and 10 years for a forecast horizon of 3 months.

**Figure 2**

Portugal – Root mean square error ratio evolution
Note: RMSE evolution for Latent factors models (DNS) with autoregressive of first order process [DNS-AR (1)], with vector autoregressive of first order processes [DNS-VAR (1)] and vector autoregressive of first order processes incorporating macro-economic factors [DNS-VAR (1) MF] related with the RMSE of the RW specification.

Figure 3
Spain – Root mean square error ratio evolution

Note: RMSE evolution for Latent factors models (DNS) with autoregressive of first order process [DNS-AR (1)], with vector autoregressive of first order processes [DNS-VAR (1)] and vector autoregressive of first order processes incorporating macro-economic factors [DNS-VAR (1) MF] related with the RMSE of the RW specification.

Figure 3 shows the time series of the mean squared error ratio of the different models for Spain. There is a great instability in the performance of the models in the first periods of the sample, especially for the 1-year maturity. The performance stabilizes in the next sample periods and a similar behaviour of the time series relative to the root mean square error of the different models is clear. For the 5-year and 10-year maturities, the VAR model incorporating macroeconomic variables (VAR (1) MF) performs better than the AR (1) and VAR (1) models that only include yield curve latent factors.
As we have seen by examining the Figures 2 and 3, for maturities of 1, 5 and 10 years and prediction horizons of 3 and 6 months, the performance of AR(1), VAR(1) and VAR(1)MF models varies over January 2003 to December 2012. The analysis of the evolution of RMSE series allows us to conclude that, in general, the inclusion of macroeconomic data in dynamic models, namely information on the inflation rate and the annual change in the industrial production index, improves its relative performance, which can be seen through the evolution of the RMSE series of the model with best performance, the dynamic model with macroeconomic variables DNS-VAR(1)MF.

5.4. Dynamic correlation between level, slope and curvature factors

We present in figure 4 the estimates of the dynamic correlations of the term structure factors for Portugal and Spain. The correlations between Portugal and Spain are persistent and always positive, but with small decreases over the period under review. There have also been declines since 2009 as a result of the financial crisis, although this effect is weakened between the two countries of the Iberian Peninsula.
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**Figure 4**
Dynamic correlation, DCC model, Level, Slope, Curvature

Figures 4 also present the estimates of the dynamic correlations of the factor level and the curvature factor, respectively. Contrary to that observed for the level factor, the estimated correlations for the slope factor and for the curvature factor are much less persistent, with large amplitude oscillations and a different signal. We found periods of high positive correlation interleaved with periods of strong negative correlation. Given the impact scale on the financial markets caused by the events that led to such fluctuations, some particular periods deserve our attention.

The exchange rate turbulence observed in 1992/1993 with the speculative attacks on the British pound that had repercussions in the other currencies leaves a very strong mark. The UK government reacted to the attack on the currency, allowing it to float, seized the opportunity to decrease interest rates and withdrawn its currency from the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS). In the UK, rates have been reduced from a level 9-10 percent to about 5 percent with the currency depreciating around 30 percent and the effects were felt in the other countries, also occurring a devaluation of the peseta (Spain) and the escudo (Portugal).

Later, in 2008, the so-called “Global Financial Crisis” occurs. In fact, the financial crisis began in the summer of 2007 and intensified in September 2008 with the bankruptcy of Lehman Brothers. As a consequence of this turbulent period, the global financial crisis turns into a sovereign debt crisis in the euro area. Beginning with Greece at the end of 2009, the
public debt crisis led to Greece's withdrawal from the international bond market and put the public debt securities of other EMU countries, particularly Ireland, Portugal and Spain, under immense pressure. Although, the level factor correlations between Portugal and Spain showed relative stability over all period, significant fluctuations of curvature factor correlations related to the events above were observed.

6. Conclusions

The work developed in this paper aimed to analyse two issues: the predictive ability of the term structure of interest rates dynamic model of Nelson and Siegel proposed by Diebold and Li (2006) and the correlation between the latent factors of the term structure of interest rates of Portugal and Spain.

For this purpose, we start by analysing the adjustment ability of the Nelson and Siegel dynamic model, considering data on public debt interest rates of the two Iberian countries, Spain and Portugal. The model's ability to adjust to the observed data based on AR (1) and VAR (1) specifications was tested and results showed that both models present adequate and robust performance. Under conditions of low volatility, all models have a high degree of adherence to the data, however, their performance is reduced considerably in periods of high market volatility. None of the models presented was clearly superior to all others for both countries.

Next was analysed the predictive ability of the dynamic models of the yield curve, using either latent factor specifications or specifications that combine latent factors with macroeconomic data. A first order autoregressive specification, AR (1), and a multivariate specification of first order autoregressive vectors, VAR (1), were considered for the modelling of the factor dynamics, both models being compared with a random walk (RW).

Results prove that for the both countries under study, for the periods considered and for the dynamics specifications of the mentioned factors, there is a superiority of the results obtained for the RW and VAR (1) models in relation to the AR (1) model, as state by Diebold and Li (2006) and other authors. The VAR (1) model performs well in terms of forecasting, but it is not systematically superior to that of the random walk model in all maturities. The inclusion of macroeconomic variables representative of inflation and the annual variation of the industrial production index makes a positive contribution to the improvement of forecasts for both countries, for all maturities and for all forecast horizons. Even if, in many cases, the random walk model continues to have superior forecasting capacity, the VAR model (1) considering these two macroeconomic factors, performs relatively better.

Considering the existence of a strong correlation between the term structure factors and fundamental macroeconomic variables internal to two countries, Portugal and Spain, it is expected that events observed in this period have been reflected in a similar way in the two bond markets. In order to analyse the behaviour of the factors that determine the dynamics of the term structure of interest rates in Portugal and Spain, we attempt to explore the dynamic correlations between level, slope and curvature using the Engle (2002) dynamic conditional correlation model, DCC-GARCH. Results show a strong correlation between the level factor for two countries under study. Correlations remain relatively stable, high and positive in the period under review. Contrary to that observed for the level factor, the estimated correlations for the slope factor and for the curvature factor are much less persistent, with large amplitude oscillations and a different signal. The different behaviour observed between the components of the term structure of interest rates reflects the different reaction of these components to the events observed in that period.
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